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Abstract

This report outlines an approach to statistical significance testing for trace analyte
detection in the context of forensic investigations of chemical weapons related
activities. Simple expressions for P values under null hypotheses for background
and contamination are derived. An explicit rationale for choosing an a value is
outlined, and some practical issues for implementing defensible null hypothesis
significance testing in the CW forensics context are discussed. There are a number
of limitations and precautions that must be appreciated for effective use of this
method. Statistical significance testing has an important role in integrated decision
support systems for interpreting CW forensic evidence.
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Introduction

A typical forensic chemical agent detection scenario involves testing samples taken
from the location of a suspected event, background samples from nearby locations
that have not experienced the event, and “blank” samples prepared in the laboratory
for contamination QA. Conclusions about the presence or absence of the agent are
drawn from the observed pattern of “hits” on an analyte of interest, which may be
the agent itself, or some proxy such as a precursor, impurity, or decomposition
product. Variants of this procedure have been carried out in the Yellow Rain2, Al
Shifa3, and Iraqi chemical weapon* (CW) investigations. In at least one case (Yellow
Rain) claims were made that the results were the consequence of laboratory
contamination.> In the Al Shifa affair, there was no report of background sampling
results, which led to considerable public criticism.3 In many such investigations
circumstances often lead to the situation that the quantities of residual chemical
signature are very low and there is a possibility that the analyte in question may
also be present as a natural background.

There is a long-standing, if unpublicized, debate among both analysts and decision
makers within the WMD forensics community about the evidentiary value of “hits”
that are near the detection limit, or only appear sparsely among a set of questioned
samples. One consequence of this uncertainty about how to determine the
statistical significance of trace detection events is unnecessary conservatism - i.e.
discounting trace detections unless they “clearly” exceed some threshold value that
the analyst feels comfortable defending on intuitive grounds. The results of past
investigations of alleged CW use suggest that the absence of more objective criteria
may well compromise the value of such evidence in real cases in the future. Since
forensic investigation of alleged CW events often take place under conditions where
access is limited or risky, and where the collection of samples is necessarily
opportunistic, one cannot generally address this issue by assuming that one may
always revisit a site, or simply collect more samples.

To better understand the nature of this problem, consider an investigation where
there are a certain number of “questioned samples” taken at a venue associated with
a suspected activity involving a CW agent and “background samples” (control
samples taken at places that are not associated with the activity in question.)
Suppose that a few of the “questioned samples” have near-threshold hits, and the
others are negative. Suppose further that all the “background samples” are negative.
Are the few positive samples reportable evidence that the alleged activity involving
the agent took place at the venue in question? In other words, how do we decide if
our detection results are “significant”?

Most analysts and decision makers appreciate that it is not valid to conclude that the
absence of hits among the “background samples” precludes the possibility that the
“questioned sample” hits are due to background. If there is simply a low
background presence of an analyte everywhere, it is not possible to categorically
exclude the chance occurrence of a few positive “questioned sample” hits and no
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“background sample hits” because the probability that any sample will turn up
negative is very high. Clearly, to adequately interpret this kind of finding it would
be useful to be able to estimate the probability of its occurrence under the
hypotheses that the observed pattern of hits and negatives is simply due to presence
of a low environmental background level of the analyte. Depending on the
magnitude of this probability, a detection result may not be “significant” even if
there are no background hits; conversely, a result may be “significant” even if there
are some background hits.

In the absence of a transparent statistical significance-testing framework for trace
detections, decisions about how positive or negative hits are reported depend
largely on arbitrarily chosen criteria. When presented to decision makers or expert
reviewers there is considerable danger that a given criterion may be questioned,
injecting ambiguity and undermining confidence in any opinion rendered by the
reporting laboratory. At worse, the criteria may be criticized as being either too
conservative or not conservative enough, leading to controversy or even pressure to
change a previous conclusion.

To address this [ propose a simple null hypothesis significance testing (NHST)
procedure for interpreting the pattern of “hits” among questioned samples,
background samples, and contamination controls.® [am primarily interested in the
case when all (or nearly all) of the detections are near threshold, i.e. trace detections.
When concentrations of analytes are well above detection threshold, significance
testing is far less necessary for obvious reasons. On the other hand, in cases where
reliable concentration measurements are obtained for the tested samples, a natural
NHST framework also exists, and I will discuss it briefly.

While the core technical argument of this paper is quite simple and requires only a
few paragraphs to describe, the effective use of NHST in decision-making contexts
involves some subtle conceptual issues. Most readers will probably recognize the
basic statistical significance testing procedure from elementary statistics courses,
where a P value is calculated and compared with some pre-set o value.
Unfortunately this procedure is widely mis-understood and too often mis-used
because its conceptual underpinnings are not generally taught correctly.” This
leaves the naive user of NHST procedures vulnerable to criticism, and may even lead
to error in the way results are reported. Therefore I devote a substantial fraction of
the paper to describing the conceptual underpinnings of the procedure and its roots
in statistical decision theory as it applies to the forensic CW context.

Technical approach for trace detection NHST

For the background null hypothesis we will suppose that the analyte of interest is
distributed continuously (but not necessarily uniformly) as a “background” in the
environment, and our results can be explained entirely by this hypothesis. For the
contamination null hypothesis we will assume that there is a certain probability of
contamination of any sample under test, and all samples have the same vulnerability
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to contamination. We will denote both of these hypotheses generically as Ho. When
we wish to distinguish between background and contamination null hypotheses we
will use Bo and y, respectively.

For this procedure to make sense we assume that there is some sort of standard
extraction procedure (SOP) that is used on each environmental sample: a prescribed
mass of sample is placed into a prescribed volume of extractant, and a prescribed
sub-volume of the extractant is prepared for analysis using prescribed reagent
volumes and procedures. Contamination control blanks are made up using a
“standard environmental surrogate” (like a sterile soil sample) that is known not to
contain the analyte, but can be extracted using the same procedures as the
environmental (both questioned and background) samples.

The analysis procedure (also an SOP) takes a prescribed volume of the extract and
performs an analysis for the concentration of the analyte in that extract, which we
will denote C. Under the null hypothesis, for any sample drawn from the
environment there is a probability P(C|Ho) that the extract will contain the target
analyte at concentration C.

Note that an estimate of P(C|Bo) could be obtained conceptually by randomly
sampling dirt, leaves, animals, or other samples from the relevant environment and
performing the extraction/detection procedures on them. The histogram of
observed C values would be a representation of P(C|Bo). Similarly we could

(conceptually) estimate P(C|Xo) by running a large set of replicate blank samples
mixed in with “live” samples. We don’t actually need to perform such sampling in
order to perform the NHST procedure on a set of environmental samples and
contamination controls. For detections where the observed concentrations are close
to (or below) the nominal detection threshold, we only need to know the number of
questioned samples Nq, background samples Ng, and contamination control samples

Nc and the observed number of positive detections M, Mg and M, to perform NHST.
(When concentrations substantially larger than the detection threshold are
measured, a standard non-parametric NHST method is described in the next
section.) However, to interpret the P value generated by either of these tests we will
need some additional information, as will be discussed further on.

Suppose that there is a threshold concentration for detection, Cih. Under the null
hypothesis Ho, the probability that a sample will give a positive detection is:

P(+Ho) = [, P(C|Hp)dC =y &)
Similarly
P(~IHo) = [ P(C|Hy)dC = 1—y 2)
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In equation (1) when Ho = By, y is estimated by the observed rate of positive
detections among all the environmental samples (questioned + background) tested.
Using M to represent the number of positive samples,

MQ+ Mp

P(+|By) = yp = No+ Vs

(3)

When Hy = Xo, y is estimated by the observed rate of positive detections among all
samples (questioned + background + contamination control).

MQ+ MB+MX

P(+lxo0) = vy = (4)

NQ+ Np+ NX

Given a constant rate of positive detections y, the probability of observing M positive
detections in N samples is given by

PM,N) = () 7ML=V H (5)

Equation (5) can be used to calculate the probability of observing M detections in N
samples under the null hypotheses for background and contamination by using
equations (3) and (4) respectively to estimate the rate of “hits”. We define two P
values by noting that under the null hypothesis the partitioning of hits among the
samples is assumed to be independent:

N NQ _ _
Pg = <Mi> <MQ>YBMB+MQ(1 - VB)NB Mg+ No=Mq (6)

Ng + No\ (Ny\
— B+MQ+M _ Ng— Mp+ NQ—MQ+N -M
B <MB + MQ> <MX> Yx (= 1) o )

These are the probabilities of observing the specified number of positive detections
among the relevant samples under each of the null hypotheses.
An example of P values calculated from equation (6) is shown in Table 1.

In the classical NHST procedure, the experimenter specifies a significance value a
(e.g. in many contexts the value o = 0.05 is used.) and if P is greater than o, the null
hypothesis cannot be rejected at that significance level.6 If the null hypothesis Bo
cannot be rejected (P > a) then we cannot dismiss the notion that the detected
signature is entirely due to a natural background with a probability of finding a
concentration above detection threshold of y. If the null hypothesis Xo cannot be
rejected (Py > a) then we cannot dismiss the notion that the detected signature is
entirely due to contamination with an average probability of contamination per
sample of y.
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Table 1. P values for the case where there are no hits among N background samples and Mq hits
among ten questioned samples. Values in red are larger than 0.05.

Mg for Ng = 10 samples

1 2 3 4 5 6 7 8 9 10

Z
=

0.350494 | 0.244419 | 0.190522 | 0.155177 | 0.128777 | 0.107314 | 0.088672 | 0.071446 | 0.054315 | 0.035049

0.319996 | 0.201882 | 0.140784 | 0.101159 | 0.072738 | 0.051270 | 0.034637 | 0.021677 | 0.011732 | 0.004486

0.294382 | 0.169562 | 0.106975 | 0.068767 | 0.043622 | 0.026641 | 0.015223 | 0.007790 | 0.003275 | 0.000891

0.272566 | 0.144429 | 0.083190 | 0.048380 | 0.027456 | 0.014793 | 0.007324 | 0.003170 | 0.001090 | 0.000230

0.253760 | 0.124499 | 0.065971 | 0.035028 | 0.017984 | 0.008668 | 0.003786 | 0.001420 | 0.000413 | 0.000071

0.237383 | 0.108429 | 0.053197 | 0.025985 | 0.012180 | 0.005311 | 0.002076 | 0.000687 | 0.000173 | 0.000025

0.222991 | 0.095282 | 0.043522 | 0.019683 | 0.008488 | 0.003379 | 0.001195 | 0.000354 | 0.000079 | 0.000010

0.210245 | 0.084389 | 0.036059 | 0.015183 | 0.006062 | 0.002220 | 0.000717 | 0.000192 | 0.000038 | 0.000004

O 0N |G [ [WN| =

0.198878 | 0.075264 | 0.030210 | 0.011899 | 0.004423 | 0.001500 | 0.000445 | 0.000109 | 0.000020 | 0.000002

[U=N
o

0.188677 | 0.067543 | 0.025561 | 0.009458 | 0.003289 | 0.001038 | 0.000285 | 0.000064 | 0.000011 | 0.000001

Technical approach for NHST based on concentration measurements

When the test data consists of a set of concentrations, a framework for significance
testing based on a standard non-parametric method can be used. Assume that we
have obtained a set of concentrations {Cyq, Cg2, -, Cqu}, {Cp1,Cp2, -+, CbNb}, and

{CX1: Cyar) CXNX}' for the questioned, background, and contamination control

samples respectively. If the null hypothesis By is true, both the questioned samples
and background samples have been drawn from the same distribution P(C|Bo).
Thus, a Kolmogorov-Smirnov (K-S) test based on the Nq questioned samples and Ny,
background samples can be used to calculate a P value.8 Similarly, under the

contamination null hypothesis Xo, a K-S test based on comparing the Nq + Np
environmental samples versus the set of Ny contamination control samples can be
used to calculate the P value.

When the test results are mixed, i.e some samples are below detection threshold
entirely, some are above threshold but concentration estimates are uncertain, and
some are well above threshold with precise concentrations, neither of the NHST
approaches presented above is strictly applicable. However, a conservative
approach would be to perform both kinds of test, mutatis mutandis, and choose the
larger P value. A more statistically rigorous and satisfactory procedure remains to
be developed.

Interpreting the P value

A great deal has been written about the use and abuse of P values in the NHST
framework?, and the procedure proposed above should not be utilized without
understanding the role of significance testing as an element of a rational and
transparent approach to reporting technical findings to decision makers. In this
approach the selected significance level a is not arbitrarily chosen, as is sometimes
suggested by statistics textbooks. Rather, it is a derived quantity, based on
additional information about the alleged CW activity being investigated, prior
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estimates of the probability that the event or activity in question occurred, and
perceptions of the risk associated with reporting positive findings that might later
be found to be incorrect. This section of the paper is intended to explain this often
mis-understood aspect of NHST in the context of CW forensics.

To begin this discussion I note that detection results are almost always interpreted
in the context of (at least) two competing hypotheses. The first is a null hypothesis
as outlined above; the other is an alternative hypothesis - usually that the presence
of the chemical agent is due to some CW related event. The “event” in question
could be the alleged use of an agent or some incident involving the production,
transport, or storage of an agent. The “significance” of NHST results can only be
interpreted rationally when both a null and an alternative hypothesis are
considered together.

The detection of the target analyte in a set of questioned, background and
contamination control samples is evidence that can be used to choose among three
distinct levels of reporting, epitomized by the following questions:10

(a) Which hypothesis (null or alternative) do my findings provide more support for?
(b) Which hypothesis do I now believe, in light of these findings?
(c) What decisions am I willing to make in light of this evidence?

All three questions come into play when setting the significance level a. Consider
the background null hypothesis Bo. Let So be the alternative hypothesis that the
source of the analyte found in the questioned samples is a CW activity (use or
production of a CW agent), and let Q = {Nq, Mq, Ng, Mg} represent the vector of
observations on the questioned and background samples. According to Bayes
theorem

P(Q|S
0(Sol) = 7528 0(So) (8)

where 0(S,) represents the prior odds that S is true, and 0(S,|Q) represents the
odds of Sp being true in light of the observations Q.11 By definition, the denominator
of this equation is the probability of observing the pattern of hits under the
background null hypothesis, i.e. P(€2|Bo) = Pg, which is given by equation (6). The
factor P(€2|So) appearing in the numerator is the probability of observing the
pattern of hits if So were true. If Pg < P(Q2|So) then the observations Q have
increased the odds that the alternative hypothesis is true - in other words, our
findings support the alternative hypothesis over the null hypothesis. 1/Pgis an
upper-bound estimate of the likelihood ratio associated with the evidence provided
by the observations. This answers question (a) above, but is the result “significant”?
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To decide this we need to look at the meaning of the posterior odds O(S,|Q) from
the point of view of a fictitious case manager who is charged with reporting the
results of the chemical analysis to decision makers above him. Normally, a decision
to do something that carries risk requires that the odds of being correct are above
some threshold. In this case we could imagine a case manager saying “I won’t report
this finding to my superiors unless the odds of being right are at least 10 to 1. Ifit’s
less, I'll say the test was not absolutely conclusive.” The case manager’s perception
of the posterior odds is based partly on his estimate of the prior odds - i.e. how
likely he judged So to be before the chemical analysis results were in hand. For
example, one could imagine him saying “Based on what we know about Iraqi
chemical weapons doctrine I'd say that the odds are 1000 to 1 against them using

CW in this situation.” In this case, in order to convert 0(S,) = Tloo to 0(S,|Q) = %

the value of Pg must be smaller than 1/10000 because P(€2|So) cannot be larger than
1. Thus, from the case manager’s point of view, the analytical results are not
“significant” with respect to question (c) unless the NHST P value is less than 10-4.

An important observation is that higher Pg values might still lead the manager to
believe So to be more likely than not, answering question (b), yet not meet an
appropriate standard of evidence to trigger the decision to report that the findings
are conclusive proof of So to higher ups. In reality this sort of calculation is seldom
done so explicitly, but the reader should recognize the advantages of being able to
think through the basis for choosing a certain a value, before making decisions
about how results should be reported.

Another important issue raised by this analysis is that the statistical significance of
chemical detections also depends on details of the alternative hypothesis So. Clearly,
as the value of P(€2|So) decreases, the upper limit for a “significant” Pg value
becomes correspondingly smaller. Thus, complete interpretation of a “hit” also
depends on whether that hit is consistent with our picture of the activity that we
hypothesize occurred at the sampling site. Therefore it is important to report
whether the hit is consistent with expectations derived from a plausible description
of the activity as well as whether the null hypothesis can be rejected.

In practice, P(R2|So) is estimated from models of the activity that estimate the
amount of agent that would be deposited in plausible scenarios, from empirical
estimates of signature decay rate, and from empirical data on signature collection
efficiencies, extraction efficiencies, and detection limits. Ideally these are
benchmarked by field experiments involving mock activities with surrogates. This
sort of estimation of P(€2|So) is also an essential element of good collection planning.
Clearly a collection expedition, with its attendant risk and cost, would be
unwarranted if the probability of observing signature above the detection threshold
were extremely improbable.



LLNL-TR-607577

December 11, 2012

Finally, it is important to recognize some limitations associated with the
interpretation of P values derived from equations (6) and (7). These examples
illustrate the fact that rejecting Ho at a given significance level does not mean that
we therefore “accept” So. Consider a case where ten questioned samples (Nq = 10)

and ten contamination control samples (N, = 10) are analyzed along with only one
background sample (Ng = 1), and suppose that only the background sample exhibits

a “hit":i.e. Mq=M, =0 and Mg = 1. The P value for the background NHST is 0.035,
which leads to the (perhaps surprising) inference that we can reject By at the 0.05
significance level. Thus, the test leads us to conclude that the uniform probability
background hypothesis can be rejected in spite of the fact that only the background
sample tested positive! As counterintuitive as this may seem, it correctly reflects the
fact that the probability of observing no hits among ten questioned samples even
though the apparent background hit rate is greater than 9% is very low. The P value
for the contamination null hypothesis test, on the other hand, is nearly 0.2; thus the

correct interpretation is indeed to reject B - in favor of Xo.

Along the same lines, note that equation (6) is symmetric with respect to exchange
of (Nq, Mq) with (N, Mg). As a consequence, the P value for the case that we observe
ten hits among ten questioned samples and zero hits among ten background
samples (Pp = 1 x 10-¢, clearly much smaller than 0.05) is equal to the P value for ten
hits among ten background samples and zero hits among ten questioned samples.
This correctly reflects the fact that when y = 0.5 (ten hits among twenty samples) it
would also be extremely unlikely to see ten background sample hits and no
questioned sample hits if Bo were true - it is much more likely that at least some of
the questioned samples would exhibit hits as well. If this latter situation were to

occur, the natural interpretation would be “none of the above” (P, is 0.00094) and
some other hypothesis would be called for to explain the result.

Practical issues with the use of NHST in CW forensics
For the null hypothesis test to be considered a defensible basis for decisions, a
number of additional conditions must be met.

* Alevel of significance a that triggers each reporting level should be agreed
upon prior to testing, and be based on an analysis of prior probability and the
required posterior probability as outlined above. This prevents o from
“sliding” after the analysis results become available.

* The types and sizes of background collection samples must be similar
to those of the test samples. The degree to which the types of samples must
match is determined by the details of the background and alternative
hypotheses being tested. For example, consider the samples analyzed by
Black, et. al.# Suppose that one were concerned that the heat and pressure
from ordinary bombs caused chemical reactions with naturally occurring soil
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phosphate compounds that give rise to detectable traces of MPA and iPMPA.
Then the background samples appropriately matched to soil samples from
the craters of suspect nerve agent-dispersing bombs would be soil from
craters known to have been caused by conventional bombs. Similarly, one of
the criticisms of the mycotoxin analysis performed by Mirocha et. al. was that
the background control samples they used were (apparently) not ones
containing yellow spots - presumably bee feces - from locations where no
alleged “yellow rain” incidents occurred.> Clearly there will be some cases
where the most stringent efforts to match background and questioned
samples may not satisfy a determined and motivated critic. Nonetheless,
hypotheses about the potential sources for the background presence of the
analyte should be actively sought out and taken into consideration when
planning the collection.

* The background and questioned samples should be “anonymized” before
they are given to the testing lab (e.g. labeled only with random number
designators, and not associated with particular sampling sites).

* Blanks for contamination control should be prepared from surrogate
materials like soil or wipes that enter the sample preparation laboratory in
the same way that field samples do, and are handled and extracted the same
way that the field samples are.

* The extraction method and detection assay should be well-calibrated,
preferably for the actual sample materials that are collected. Moreover, the
criteria for declaring a positive detection such as the magnitude of the
detection threshold Ci, should be transparently and objectively defined.

Generally it is prudent to draw one or more background samples in the vicinity of
where the questioned samples are collected, at locations where CW signature
analytes would not be expected under the alternative hypothesis So, but background
would be expected, if it were present. Even where there is general agreement that
no natural background exists, and the background hypothesis could be rejected
without testing, negative background samples help to validate the testing procedure
in other ways - e.g. as additional contamination controls.

What if it is not possible to collect an appropriate background sample in the same
vicinity as the sample collection? (For example, a sample may come from an
opportunistic collection by a native or NGO agent who may not think to collect a
background sample.) In this case any decision about the significance of a “hit” in a
collected sample in the absence of actual background samples will be based on a
mental model of P(2|Bo) in the mind of one or more experts. For example, one
could imagine an expert claiming “Based on my experience and intuition it is

10



LLNL-TR-607577

December 11, 2012

unlikely that we would observe a signal as large as we did if it were only due to
background.” While expert ipse dixit is vulnerable to criticism based on the
availability cognitive error, there are a variety of things that can stand in as mental
proxies for actual background sampling data, such as historical background
collections in other geographical regions, or the absence of any previous detection
of the analyte in natural materials.

In general, however, the absence of a background sample changes a decision based
on risk to one based on ambiguity, where only a range of possible probability values
can be asserted. Ambiguity in reported technical findings can be expected to have
well-documented aversion effects on decision making.1? A formal analysis of this
was performed by Tweney!3 whose results show that at best one could say that
0(S,]|Q) lies between the original prior value O(S,) and 1, but only if P(€2|So) = 1.

Interpreting and reporting the results of NHST calculations based on equations (6),
(7), or the K-S method must acknowledge that they do not address the likelihood of
more complex hypotheses about background or contamination. For example, if
calculations make the simple uniform probability background hypothesis very
unlikely, a motivated critic could always invoke the more complex hypothesis that
there is some source of natural background that happens to be localized near the
site where the questioned samples were collected but is (miraculously?) absent
where the background samples were collected. Now, however, perceptions about
where the burden of proof lies often shift to those putting forward the more
complex hypothesis. The use of NHST as proposed in this paper can be viewed as a
variant of Occam’s razor: only if the simplest hypothesis can be rejected is it sensible
to consider more complicated hypotheses, and Sy is often the simplest remaining
hypothesis.

NHST in an integrated decision structure

Ideally NHST is used as a component of a more general integrated structure for
interpreting and reporting forensic findings. To make the most accurate estimates
of confidence, this structure must capture uncertainties about the details of the CW
activity that is alleged to have occurred, the conditions under which the signature
was produced and propagated to the sampling location, conditions that might cause
the signature to decay with time, and uncertain factors in collection and sample
handling. In addition it must be able to integrate other types of information such as
eyewitness reporting and other types of intelligence. One natural structure is the
Bayesian Network, which has gained popularity in similar applications over the last
decade.l* A simple BN that has the NHST calculations embedded in it is shown in
Fig. 2.

11
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Figure 2. A notional Bayesian network to assess the likelihood that a hypothesized activity exists, or
existed. Observed detections would be used to instantiate the detection nodes.

Another approach views NHST in the framework of the “analysis of alternative
hypotheses” methodology.!5 This methodology has been reviewed in many contexts,
and basically consists of 5 steps:

(1) Identify at least one alternative hypothesis in addition to your primary one;
make sure your individual pieces of evidence are truly independent of each other.

(2) Consider your evidence in light of each hypothesis and assess how likely it
would be to obtain those results if that hypothesis were true.

(3) Prepare a matrix with items of evidence down and hypotheses across;
place your likelihood estimates in the corresponding boxes; append a last
row that contains estimates of how likely you would estimate each
hypothesis in the absence of all the evidence you have listed.

(4) Rank the evidence items according to their ability to differentiate among
hypotheses; eliminate those items of evidence that have nearly the same

likelihoods under all hypotheses.

(5) Rank the hypotheses according to the least number of low likelihood entries in

12
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their corresponding column (there may be ties).

For significance testing we restrict our attention to three hypotheses, So and By and
Xo, leading to an ACH matrix like the one shown in Fig. 3.

H, H, Hy
E, P(E;[H,) P(E;|H;) P(E;|H;)
Evidence E, P(E,|H,) P(E;|H;) P(E,|Hs)
P P(H,) P(H,) P(H,)
SO BO XO
Q P(€2]S,) P(€2]By) P(L2]70)

EWT P(EWT|S,) P(EWT|B,) P(EWT|y,)
MED P(MED|S,) P(MED|B,) P(MED]|y,)
Ppmor p(SO) P(BO) P(y.g)

Figure 3. A representation of the Analysis of Competing Hypotheses matrix.

Evidence

Here, EWT represents evidence from eye-witness testimony about how and where
the agent was dispersed and the magnitude of the attack; MED represents evidence
derived from medical studies of alleged victims and non-victim control patients.
Clearly the likelihood of observing particular EWT and MED evidence would depend
strongly on the details of the hypothesis So, and MED might also depend on the
details of Bo - since naturally occurring background chemicals might have
observable effects on health. It seems reasonable to assume that the likelihood of
observing both eye-witness details and medical evidence about a CW incident would
be expected to be low if laboratory contamination were the sole explanation of
positive test results.

Summary and conclusions

The null hypothesis significance tests outlined in this paper are a simple but useful
tool for guiding the interpretation of detection “hits” in field samples. It is important
to note that a result may not be significant even if there are no background hits;
conversely, a result may be significant even if there are some background hits.
Similarly with regard to contamination, detection results may not be significant
even if there are no contamination hits and a result may be significant even if there
are some hits among the negative control samples.
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Significance levels (o) are not set arbitrarily - they should be based on a
consideration of prior odds and the tolerable level of risk that a wrong call may
incur. In addition to determining the P value under the null hypothesis (background
or contamination), it is important to ascertain if the observed signature levels are
consistent with the source (alternate) hypothesis.

Finally, NHST procedures transparently produce likelihood estimates that can be
used in more general decision support structures such as Bayesian Nets and the
Analysis of Competing Hypotheses. They are useful tools both for planning
collection activities, estimating the potential value of such activities prior to
execution, for evaluating the results, and for expressing the findings.

The framework for significance testing brings into sharp relief the issue of
ambiguity in the reporting of test results in forensics. When probabilities can be
estimated it facilitates decisions because risk is well defined, whereas if one cannot
estimate probabilities then decisions - even decisions about the proper way to
report the findings - become difficult. All source analysts and other consumers of
forensic findings should demand that findings come with rigorous, transparent, and
traceable assessments of uncertainty. In this sense the primary function of
background and contamination controls is to help define risk by allowing us to
estimate probabilities - controls per se do not eliminate risk.
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